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Land component boundaries often coincide with transitions in environmental land properties such as soil, climate
and biology. Image segmentation is an effective method for delineating terrain morphological units from digital el-
evation models (DEMs). This paper compares the land components derived from five DEMs. The second version of
the 30-m advanced spaceborne thermal emission and reflection radiometer global DEM (ASTER GDEM2), the 90-m
shuttle radar topography mission DEM (SRTM DEM), two versions of the 5-m Stellenbosch University DEMs
(SUDEM L1 and L2) and a 5-m DEM (GEOEYE DEM) derived from GeoEye stereo-images were considered. The
SRTM DEM and the ASTER GDEM2were upsampled to 5-m resolution for comparison purposes. Land components
were delineated using the slope gradient and aspect derivatives of each DEM. The resulting land components were
visually inspected and quantitatively analyzed using the slope gradient standard deviation (SGSD)measure and the
mean slope gradient local variance (MSGLV) ratio. The results show that the GEOEYE DEM and SUDEM L2 yielded
land components with relatively low SGSD values and that their boundaries often coincidewithmorphological dis-
continuities. The GEOEYE DEM produced land components with the highest MSGLV ratio, followed by SUDEM L2,
ASTER GDEM2, SRTM DEM and SUDEM L1. Although the land components derived from SRTM DEM and SUDEM
L1 were relatively homogeneous internally, their boundaries did not always trace morphological discontinuities.
The ASTER GDEM2 failed to incorporatemany of themorphological discontinuities in the study area. It is concluded
that, although the SRTM DEM is more suitable than the ASTER GDEM2 for generating land components, higher-
resolutionDEMs such as theGEOEYEDEMandSUDEML2are required for delineatingmeaningful land components.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Terrain is one of the most important soil-forming factors (Behrens
et al., 2010; Jenny, 1941) and is essential for soil property mapping
(McBratney et al., 2003). According to Moller et al. (2008), landforms
and landscape context are particularly import to understanding the pro-
cesses of soil genesis and soil formation in the spatial domain.Minár and
Evans (2008) describe land components as landform elements with a
constant value of elevation or having a constant value of two or more
readily interpretable morphometric variables, bordered by lines of
discontinuities. Land component borders frequently coincidewith envi-
ronmental land properties such as soil, climate and biology (MacMillan
et al., 2004; Speight, 1977; Van Niekerk, 2010).

Conventional approaches to delineating land components include
studying topographical maps, interpreting aerial photographs and
making field measurements (Drăguţ and Blaschke, 2006; Graff and
Usery, 1993; Speight, 1977). However, these methods are often time-
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consuming, biased and costly (Adediran et al., 2004; Argialas, 1995;
Drăguţ and Blaschke, 2006; Speight, 1977; Van Niekerk, 2010). The in-
creasing availability of DEMs has promoted the use of computers and
image processing techniques for deriving terrain properties. The appli-
cation of object-based image analysis for land component mapping
has gained popularity in recent years (Drăguţ and Blaschke, 2006;
Drăguţ and Eisank, 2011; Smith et al., 2007;Wulder et al., 2008), partic-
ularly for soil-landscape modeling purposes (Blaschke and Stobl, 2003;
Deng, 2007).

Various researchers have investigated the use of DEMs for digital soil
and land component mapping. Van Niekerk (2010) evaluated land
componentmaps delineated fromDEMs using three algorithms, namely
the automated land component mapper (ALCoM), the iterative self-
organizing data analysis technique algorithm (ISODATA) and multi-
resolution image segmentation (MRS) to determine which technique
yields the most homogenous and morphologically representative land
components. The three algorithms generated significantly different
land component maps and MRS performed better and was more sensi-
tive to morphological discontinuities than the other algorithms. Drăguţ
and Blaschke (2006) investigated an automated classification system of
landform elements based on object-orientated image analysis. Eleva-
tion, profile curvature, plan curvature and slope gradient was used to
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delineate relatively homogeneous objects through image segmen-
tation. This was followed by a classification of objects into landform
elements using a relative classification model based on the surface
shape and on the altitudinal position of objects. They concluded
that the methodology is reproducible and it is readily adaptable
for diverse landscapes and data sets. A semi-automated method to
recognize and spatially delineate geomorphological units in moun-
tainous forested ecosystems using statistical information extracted
from a 1-m resolution digital terrain model (DTM) derived from
laser data was proposed by van Asselen and Seijmonsberen
(2006). They determined slope angle and elevation characteristics
for each key geomorphological unit occurring in the study area
and derived a map of slope classes from the DTM in an expert-
driven multilevel object-orientated approach. They concluded
that topographical data derived from high-resolution DTMs are
useful for the extraction of geomorphological units in mountainous
areas.

It has been demonstrated that delineating land components
from DEMs is more cost-effective and objective than traditional
field-based and visual interpretation methods and that land com-
ponent mapping is invaluable for landscape characterization and
soil mapping (Minár and Evans, 2008; Moller et al., 2008). Howev-
er, although research has been done on the various algorithms
available for segmenting DEMs to produce land components (Van
Niekerk, 2010), very little has been done to determine how the
use of different input DEMs influences the delineation of land com-
ponents. This paper compares the land components derived from
five DEMs, namely the 90-m shuttle radar topography mission
DEM (SRTM DEM), the second version of the 30-m advanced
spaceborne thermal emission and reflection radiometer global dig-
ital elevation model (ASTER GDEM2), two versions of the 5-m Stel-
lenbosch University DEM (SUDEM L1 and L2), and a 5-m DEM
(GEOEYE DEM) derived from GeoEye stereo-images. The results
are interpreted and evaluated in the context of using land compo-
nent delineation for mapping and studying soil properties.
Fig. 1. Location of the San
2. Materials and methods

2.1. Study area

The Sandspruit catchment, a subcatchment in the Berg River basin,
was chosen as the study area. The catchment has an extent of 152 km2

and is situated in the vicinity of Riebeek-Wes, north of Cape Town in
the Western Cape Province of South Africa (Fig. 1). The geology of the
Sandspruit catchment is dominated by Malmesbury shales, although
there are smaller occurrences of fine sediment, silcrete–fericrete, green-
stone, quartzite and granite. Most of the catchment is used for dryland
cultivation, particularly winter wheat. Land is also used for canola culti-
vation and pasturage. Natural vegetation covers only a small proportion
of the catchment.

The Sandspruit catchment has a semi-arid (Mediterranean) climate
and is located in a winter rainfall region with a mean annual rainfall of
about 400 mm (Flügel, 1995). The catchment generally has undulating
topography with gentle to moderate slopes. According to Flügel (1995),
the valleys have a molded shape and the groundwater table is shallow
in the lower-lying areas during the winter rainfall season. Salt crystal-
lizes in patches during the hot summers from November to March.
The Sandspruit catchment was considered a suitable site for this study
as its landforms are representative of large parts of the Berg River
catchment.
2.2. Data

2.2.1. Digital aerial photographs
High resolution (0.5 m) orthorectified digital aerial images covering

the Sandspruit catchment were obtained from the Chief Directorate Na-
tional Geo-spatial Information (CDNGI) (http://www.ngi.gov.za). The
orthorectified digital aerial images were used to delineate test morpho-
logical discontinuities and as backdrops when assessing the accuracy of
the DEM-delineated land components.
dspruit catchment.

http://www.ngi.gov.za
image of Fig.�1


Fig. 2. Histograms showing the distribution of elevation values for the Sandspruit catch-
ment using (a) the untransformed GEOEYE DEM and (b) filtered GEOEYE DEM.

Table 1
Attributes of original and filtered 5-m GEOEYE DEM.

DEM attributes Original GEOEYE DEM Filtered GEOEYE DEM

Minimum elevation (m) 34 34
Maximum elevation (m) 944 940
Mean elevation (m) 167.6 167.6
Standard deviation 82.6 82.6

GEOEYE DEM — digital elevation model created from GeoEye stereo images.
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2.2.2. DEMs
A survey of available DEMs revealed that six DEMswere available for

the study area; namely the 90-m SRTM DEM (http://srtm.csi.org), the
30-m ASTER GDEM2 (http:www.gdem.ersdac.or.jp), two versions of
the 5-m SUDEM (http://www.sun.ac.za/cga), the 25-m CDNGI DEM
(http://www.ngi.gov.za), the 20-m Western Cape digital elevation
model (WCDEM) (http://www.sun.ac.za/cga) and the 30-m DEM de-
veloped by ComputaMaps (http://www.computamaps.com). Addition-
ally, a 5-m GEOEYE DEM was generated from GeoEye stereo-images.
Each DEM is described in the subsequent subsections.

2.2.2.1. SRTM DEM. The 90-m SRTMDEM, completed in 2000, is the first
high-resolution DEM developed at near-global scale (Farr and Kobrick,
2001; Li andWong, 2010). The SRTM DEM is reported to have a vertical
error of less than 16 m (Farr, 2000; Mulder et al., 2011; Rodriguez et al.,
2005; Van Niekerk, 2008). According to the Consultative Group on
International Agricultural Research Consortium for Spatial Information
(CGIAR-CSI, 2011), the latest version of the SRTM DEM has been
processed to fill data voids and it is suited to a range of potential users.

2.2.2.2. ASTER DEM. The ASTER GDEM was developed jointly by the
Ministry of Economy, Trade and Industry (METI) of Japan and the
United States National Aeronautics and Space Administration (NASA).
The full 1.5-million-scene ASTER archive was used to create the DEM.
The second version of ASTER GDEM (GDEM2) was released in October
2011 (ASTER GDEM Validation Team, 2011) with the inclusion of
26,000 additional scenes to improve coverage. A smaller correlation
kernel was also used to yield higher spatial resolution and enhanced
water masking. ASTER GDEM2was validated by comparing it to the ab-
solute geodetic references over the conterminous United States
(CONUS), the national elevation grids over the US and Japan, the
SRTM 1 arc-second DEM over the US and 20 sites around the globe, as
well as global space-borne laser altimeter data. The vertical and hori-
zontal accuracies of theGDEM2 are less than 17 mand71 m respective-
ly (ASTER GDEM Validation Team, 2011; Mukherjee et al., 2013). The
number of voids and artifacts noted in GDEM1 were substantially
reduced in GDEM2 and were almost eliminated in some areas (ASTER
GDEM Validation Team, 2011).

2.2.2.3. GEOEYE DEM. The GEOEYE DEM was created from GeoEye
stereo-images acquired in July 2011. As with the ASTER GDEM, the
elevation data that were extracted from the GeoEye imagery included
objects above ground (i.e. it is a surface model and not a terrain
model). However, because most of the study area is used for cultivation
of grains, very few tall objects (e.g. trees and buildings) are present.
Moreover, the July images record a time when the crops were at seed-
ling height and thus had very little impact on the extracted elevations.
Elevationswere extracted at a 5-mhorizontal interval using the rational
polynomial coefficients (RPC)model in the LPSmodule of Erdas Imagine
software. The resulting GEOEYE DEM was validated using the altitudes
at reference points (trigonometric beacons) in the Sandspruit catch-
ment. An absolute vertical accuracy of 0.70 m was achieved. The DEM
was smoothed with a 7 × 7 circular median filter to remove artifacts
caused by vegetation and crop patterns. Judging by the visual inspection
of histograms (Fig. 2) prior to and after the filtering, and the attributes
recorded in Table 1, the filter did not significantly alter the terrain
morphology.

2.2.2.4. SUDEM. The SUDEMwas developed by the Centre for Geograph-
ical Analysis (CGA) at Stellenbosch University, South Africa. Large-scale
(1:10,000) contours and spot heightswere used to interpolate twoDEM
products (Van Niekerk, 2011) using a combination of interpolation al-
gorithms (e.g. the Topo to Raster and Spline tools in ArcGIS software).
The first product (Level 1) only used 5-m vertical interval contours
and spot heights as input, whereas the second product (Level 2)
combined contours, spot heights and the SRTM DEM (“research-
grade” version). For Level 2, the SRTM DEM was used to supplement
the contour and spot height data in areas of low relief (i.e. where con-
tour and spot height density was low). Contours are not ideal for inter-
polating DEM as their densities vary with slope gradient. Areas of low
relief are particularly problematic as contours are often spaced far
apart (horizontally) reducing the reliability of interpolations in such
areas. To alleviate the problem of low contour densities in areas of mod-
erate terrain, additional spot heights are often shown at strategic loca-
tions on topographical maps. Although the quality of a DEM can be
improved by incorporating these elevation points in the interpolation
process, the combined density of input points (i.e. contour vertices
and spot heights) is often insufficient to represent subtle changes in ter-
rain (e.g. floodplains and river banks), particularly in flat areas where
input points can be several kilometers apart. In addition, contours digi-
tized from topographical maps are generalizations of terrain and conse-
quently excludemuch of the variation that is often apparent in regularly
sampled elevation sources such as the SRTMDEM. Experiments showed

http://srtm.csi.org
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that, in spite of the relatively low resolution (90 m) and low vertical ac-
curacy (16 m) of the SRTM DEM, significant improvements in absolute
and relative vertical accuracies can be achieved when the SRTM DEM is
used in combinationwith contours and elevation points in relativelyflat
areas (Van Niekerk, 2012).

2.2.2.5. Other available DEMs not used. The 25-m CDNGI DEM, the 20-m
WCDEM and the 30-m DEM developed by ComputaMaps were not
included in this study. The WCDEM and the ComputaMaps DEM were
created from small scale-contours (1:50,000) and were expected to
contain less detail than the SUDEM products. The CDNGI DEM was not
used because it includes irregularities such as striping and seaming.
This DEM reportedly has variable quality which could produce artifacts
and unrealistic values when used to derive slope gradient and slope
aspect (Thompson et al., 2001; Van Niekerk, 2008).

2.3. Data preparation

All the DEMs were projected to the Universal Transverse Mercator
projection (Zone 34S). For easier comparison, the SRTM DEM and
ASTER GDEM2 were upsampled from their native resolutions (90 and
30 m respectively) to 5-m resolution. This was achieved by converting
theDEMs to points and interpolating new elevation values using the de-
fault settings of the Spline (tension) algorithm in ArcGIS 9.3 software. It
Fig. 3. Histograms showing the distribution of slope gradient percentage using the (a) original
(d) 5-m upsampled SRTM DEM for the Sandspruit catchment.
is evident from Fig. 3 and Table 2 that the upsampling did not signifi-
cantly alter the data content of the original DEMs. The histograms for
the upsampled and original DEMs showed comparable distributions of
slope gradient percentage prior to and following the upsampling proce-
dure (Fig. 3a–d).
2.4. Land component segmentation

Land component segmentation was carried out using the MRS algo-
rithm as implemented in eCognition 8.6 software (http://www.
ecognition.com). TheMRS algorithm is a bottom–up segmentation algo-
rithm based on a pairwise region-merging technique (Blaschke, 2010;
Mathieu et al., 2007). According to Trimble (2011), the segmentation
procedure starts with single image object of one pixel and repeatedly
merges them in several loops in pairs to larger units as long as an
upper threshold of homogeneity is not exceeded. In the first step of
the procedure the seed looks for its best-fitting neighbor for a potential
merger and if best fitting is not mutual, the best candidate image object
becomes the new seed image object and is fitted with its best partner.
When best fitting is mutual, image objects are merged. In each loop
every image object in the image object level is handled once. The
loops continue until no further merger is possible (Mancas et al.,
2005; Thakur and Anand, 2005; Trimble, 2011; Van Niekerk, 2010).
30-m ASTER GDEM, (b) 5-m upsampled ASTER GDEM, (c) original 90-m SRTM DEM and

http://www.ecognition.com
http://www.ecognition.com
image of Fig.�3


Table 2
Attributes of original and upsampled ASTER GDEM and SRTM DEM.

DEM attributes 90-m
SRTM

5-m
SRTM

30-m ASTER
GDEM

5-m ASTER
GDEM

Minimum elevation (m) 41 40 25 24
Maximum elevation (m) 928 919 935 935
Mean elevation (m) 170.1 167.3 161.5 161.1
Standard deviation 87.8 79.7 81.4 81.6

ASTER GDEM2— second version of the 30-m advanced spaceborne thermal emission and
reflection radiometer global digital elevation model and SRTM DEM — the 90-m shuttle
radar topography mission digital elevation model.
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Slope gradient and slope aspectwere used as input layers toMRS for
the detection of boundaries of land components. According to Minár
and Evans (2008), the changes in the values of boundary-defining prop-
erties give the precise sharpness of the boundary. Slope aspect was
converted tomean vector strength for analysis. A suitableMRS scale fac-
tor was determined by experimentation and visual interpretation using
hill-shadedDEMs as backdrops (Drăguţ et al., 2011; VanNiekerk, 2010).
A systematic approach was used by increasing the scale factor by one
untilmeaningful objectswere obtained (Drăguţ et al., 2010). This exper-
imentation with suitable scale factors was carried out on the DEMwith
the highest detail (i.e. GEOEYE DEM). The MRS algorithm was config-
ured by setting the shape parameter to its minimum value (0.1) and
color was set to its maximum value (0.9) to maximize the internal
homogeneity of objects. Both input layers were allocated equal weights
in the segmentation. For the GEOEYEDEM, a scale factor of 12 produced
land components that best represented terrainmorphology of the study
area. The scale factors for the other DEMs were adjusted so that their
segmentations yielded a similar number of objects to allow comparison.
The incorporation of plan and profile curvature as input to MRS was
investigated, but this produced a large number of very small land com-
ponents. This was attributed to the observation that changes in profile
curvature often occur near slope gradient breaks. The combination of
profile curvature and slope gradient reduced the ability of MRS to delin-
eate land components along significant terrain discontinuities. The pa-
rameters and the number of objects produced by all the DEMs are
summarized in Table 3.
2.5. Land component evaluation

Three assessment methods were employed to evaluate the land
components delineated from each of the DEMs. First, the land compo-
nents were visually inspected using hill-shaded DEMs and contours as
backdrops. Visual interpretation entailed evaluating how well the land
components identified morphological discontinuities (e.g. aspect and
slope breaks). The second assessment method evaluated the internal
homogeneity of the land components by computing the mean SGSD
(Van Niekerk, 2010). It was premised that a small SGSD is indicative
of high internal homogeneity (i.e. low interclass differences) and that
Table 3
Scale factors and the number of delineated land components for each DEM.

DEM Scale factor Total number of LC % difference of number
of LC from GEOEYE DEM LC

ASTER GDEM2 24 21,086 −2.73
GEOEYE DEM 12 21,678 0.0
SUDEM L1 24 21,949 1.25
SUDEM L2 11 21,443 −1.08
SRTM DEM 12 20,670 −4.65

LC — Land components, ASTER GDEM2 — second version of the 30-m advanced
spaceborne thermal emission and reflection radiometer global digital elevation model,
SRTM DEM — the 90-m shuttle radar topography mission digital elevation model and
SUDEM (L1 and L2) — Stellenbosch University digital elevation models (levels 1 and 2).
a higher proportion of units with small SGSDs suggests accurate land
component delineation (Van Niekerk, 2010). The third assessment
method employed the mean slope gradient local variance (MSGLV) to
determine the effectiveness of the derived land components to detect
morphological discontinuities (i.e. high interclass difference). Given
that local variance (LV) is themean of the standard deviation (SD) com-
puted in a small neighborhood (usually a 3 × 3 moving window)
(Drăguţ and Eisank, 2011; Drăguţ et al., 2011), a satisfactory land com-
ponent delineation will maximize internal (interclass) homogeneity
and minimize external (intraclass) homogeneity. A land component
should ideally have a low internal MSGLV and a high MSGLV at its
edges. In this study the land component boundaries were defined as
being one pixel (5 m) in width and all other pixels were considered
internal. Internal and edge MSGLV were calculated for each set of land
components derived from each DEM and a MSGLV ratio was computed
using Eq. (1):

MSGLV ratio ¼ Edge MSGLV=Internal MSGLV: ð1Þ

The MSVLV ratio is a relative measure and attempts to quantify
how well land component boundaries coincide with morphological
discontinuities.

3. Results and discussion

A subset of the 0.5-m orthorectified digital aerial photograph
and land components generated from the five DEMs is depicted in
Fig. 4a–f. The GEOEYE DEM, SUDEM L2 and the SRTMDEM land compo-
nents look similar in shape and are distinctively different from the land
components generated from ASTER GDEM2 and SUDEM L1 (Fig. 4a–f).
Closer visual inspection revealed that the GEOEYE DEM very effectively
identifies morphological discontinuities (i.e. slope gradient and aspect
breaks) (Fig. 4b and c). Land component boundaries delineated from
the GEOEYE DEM and SUDEM L2 mostly coincided with morphological
discontinuities. However, the GEOEYE DEM land components were
more sensitive to morphological discontinuities than those of SUDEM
L2. The GEOEYE DEM land components yielded more detailed morpho-
logical discontinuities and incorporated land surface features (for exam-
ple trees and buildings) in certain areas. This is very likely due to the
way the DEMs were created. The GEOEYE DEM was created from
stereo-imagery whereas the SUDEM L2 was created from large-scale
contour data fused with the SRTM DEM. Consequently, the GEOEYE
DEM is a more detailed DEM than the SUDEM L2. The reason why the
GEOEYE DEM incorporated land surface features in the delineation in
certain areas is because it is a surface model as opposed to the SUDEM
L2, which is a terrain model. Despite the SRTM DEM land components
looking similar in shape to those of the GEOEYE DEM and SUDEM L2,
they were less sensitive to morphological discontinuities. Fig. 4d
shows that the SRTM DEM land components are generalized in certain
areas and do not coincide with some significant morphological discon-
tinuities. This is attributed to the lower native resolution (90 m) of the
SRTM DEM. The ASTER GDEM2 and SUDEM L1 also failed to identify
many significant morphological discontinuities (Fig. 4e and f). This re-
sult confirms those of Gichamo et al. (2012), Frey and Paul (2012) and
Shafique et al. (2011) who found that the ASTER GDEM2 quality is de-
pendent on factors such as quality of the image pair, image acquisition
angle and terrain complexity. Contour-interpolated DEMs such as the
SUDEM L1 are usually not as accurate as DEMs generated by other
means, because DEMs generated from contours suffer from over-
sampling in steep areas and generalizations in flat terrain (Ardiansyah
and Yokoyama, 2002; Taud et al., 1999; Vaze et al., 2010; Wise, 2007;
Xie et al., 2003).

TheGEOEYEDEMand SRTMDEM land components yielded the low-
est (1.2) overall (mean) SGSD (Table 4). This suggests that these prod-
ucts are internally the most homogeneous. The low mean SGSD of the
SRTM-delineated land components is attributed to the relatively low



Fig. 4. A detailed view of an area within the Sandspruit catchment represented as an (a) orthorectified digital aerial photograph, compared to land component maps of the same area de-
rived from the (b) GEOEYE DEM, (c) SUDEM L2, (d) SRTM DEM, (e) SUDEM L1 and (f) ASTER GDEM2.

Table 4
Overall SGSDs of digital elevation models.

DEM Mean SGSD

ASTER GDEM2 4.4
GEOEYE DEM 1.2
SUDEM L1 1.5
SUDEM L2 1.3
SRTM DEM 1.2

ASTER GDEM2 — second version of the 30-m advanced
spaceborne thermal emission and reflection radiometer glob-
al digital elevation model, SRTM DEM — the 90-m shuttle
radar topography mission digital elevation model, SUDEM
(L1 and L2) — Stellenbosch University digital elevation
models (level 1 and 2), LC — Land components and SGSD —

slope gradient standard deviation.
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resolution of the SRTM DEM (90 m) which limits the variation within
land components. The mean SGSD of the SUDEM L2 product is not sig-
nificantly higher (1.3) than those of the GEOEYE DEM and SRTM DEM.
The ASTER GDEM2 land components are the least homogeneous inter-
nally (mean SGSD of 4.4). The histogram of SGSD (Fig. 5) revealed
that, in contrast to the other DEMs,most of the ASTERGDEM2 land com-
ponents are highly heterogeneous in terms of slope gradient. This result
suggests that the ASTER GDEM2 is not suitable for land component
mapping.

The internal MSGLV for the GEOEYE DEM, SUDEM L2, SRTM DEM
and ASTER GDEM2 were lower than the edge MSGLV, resulting in a
MSGLV ratio of more than 1 (Table 5). This indicates that the internal
homogeneity of the land components delineated from these DEMs is
maximized, while the homogeneity at the edges is minimized and con-
sequently suggests that land component boundaries coincide with

image of Fig.�4


Fig. 5. Mean slope gradient (%) standard deviation of the land components delineated
from different DEMs.
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morphological discontinuities. In contrast, the internal and external
MSGLV for the SUDEM L1 land components are equal (MSGLV ratio is
1), indicating that morphological discontinuities are not effectively rep-
resented by land component boundaries. GEOEYE DEM and SUDEM L2
yielded land components with the highest MSGLV ratio and as such
are themost successful in representing terrain transitions. Thiswas con-
firmed during the visual inspection of the land component boundaries,
which revealed that these two DEMs perform equally well in producing
land components boundaries that coincide with morphological dis-
continuities. The high accuracy of delineated land components from
SUDEM L2 was unexpected given that SUDEM L1 and SRTM DEM
(which was used to develop the SUDEM L2) did not perform as well.
This result seems to suggest that the way in which 5-m vertical contour
data and spot heights were fused with the SRTM DEM in areas of
moderate terrain (i.e. where the density of contours is low) optimizes
the detail of each input DEM (Van Niekerk, 2011).

In spite of its relatively lower MSGLV, the SRTM DEM outperformed
theASTERGDEM2 regarding the identification ofmorphological discon-
tinuities as evidenced by visual inspection and the SGSD. This finding is
consistentwith that of Frey and Paul (2012)who found that SRTMDEM
yielded slightly accurate results than ASTER GDEM for the compilation
of topographic parameters in glacier inventories. Siart et al. (2009)
concluded that, despite its coarser resolution, SRTM DEM yielded
more satisfactory results than ASTER GDEM for identifying large
depressions.
4. Conclusions

This study compared land components delineated fromfive different
DEMs. The GEOEYE DEM (created from GeoEye stereo-images) was the
most effective in producing land component boundaries that coincide
with morphological discontinuities. The SUDEM L2 (created from
contours and SRTM data) produced similar land components to those
Table 5
Land component internal and edge MSGLV for each digital elevation model.

DEM Internal MSGLV Edge MSGLV MSGLV Ratio

ASTER GDEM2 1.9 2.4 1.3
GEOEYE DEM 0.6 0.9 1.5
SUDEM L1 0.6 0.6 1.0
SUDEM L2 0.6 0.8 1.5
SRTM DEM 0.5 0.7 1.3

MSGLV—mean slope gradient local variance, ASTER GDEM2— second version of the 30-m
advanced spaceborne thermal emission and reflection radiometer global digital elevation
model, SRTM DEM — the 90-m shuttle radar topography mission digital elevation model
and SUDEM (L1 and L2)— Stellenbosch University digital elevationmodels (levels 1 and 2).
of the GEOEYE DEM, and it was almost as successful in maximizing in-
ternal (interclass) homogeneity and minimizing external (intraclass)
homogeneity. The SRTM DEM appeared to be more suitable for land
component mapping than the ASTER GDEM2.

A novel measure, namely the MSGLV ratio, was developed and ap-
plied in this study for evaluating how well land component boundaries
coincidewithmorphological discontinuities. TheMSGLV ratiomeasures
the relationship between internal homogeneity and external heteroge-
neity of land components. The ratio complimented the other validation
techniques used.

In this research slope gradient and slope aspect was used as input to
segmentation. More research is needed to determine how other DEM
derivatives (e.g. plan curvature and profile curvature) can effectively
be combined in MRS to improve land component delineation and accu-
racy assessment.

The research demonstrated that a DEM's properties (e.g. resolution,
source data, and development method) have significant impacts on the
delineation of land components. This has decisive implications for all
applications using land components. An example of such an affected ap-
plication is digital soil mappingwhich relies on the principle of a strong
relationship between terrain and soil properties, and that soil bound-
aries coincidewith land component boundaries. Discrepancies between
land component boundaries and terrain transitions will consequently
lead to unreliable deductions and inaccurate soil maps.
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